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Abstract

Traditional classification tasks seek to name the object present in an image after learning from a large amount of labeled examples for each object class. Our task is to essentially shift the goal of recognition from naming the object to describing its attributes. Doing this opens the opportunity for systems that can identify object classes never seen before using high level descriptions. In theory, this will allow us to decrease the number of necessary training examples since not all object classes will need to be trained on. We propose two simple, baseline methods in order to explore this idea: SVM and fine-tuned CNN.

1 Introduction

Traditional classification tasks seek to name the object present in an image after learning from a large amount of labeled examples for each object class. Although humans can also learn very well from examples, humans also have the capability to detect classes with no visual examples when provided with a high-level description. In 1987, Biederman estimated that humans distinguish between at least 30,000 visual object categories [1]. He also showed that the natural arrangement and co-occurrence of objects in scenes strongly influences how easy it is to detect objects [2]. With this in mind, we explore the possibility of a system that can produce these high level descriptions that have enabled humans to discern between thousands of objects without requiring millions of training examples.

Our task is to essentially shift the goal of recognition from naming the object to describing its attributes. Attributes can range from simple concepts such as color and shape to slightly more complex concepts like the type of material and texture and extend to high level concepts such as arm, face, door, and window. Our goal is to determine whether attribute detection can be generalizable across classes and if it is successful enough to become a viable method in object classification.

1.1 Benefits

The benefits of using this technique for object classification include:

1. It is possible to identify an object despite never having trained on that object class since attributes are generalizable across classes.

2. Reduce the number of manually labeled training examples required to train a network to identify objects

3. Can offer further, more descriptive information about the identified object.

4. Even if the classifier fails to identify the object, can still offer some valuable information about the object.

1.2 Challenges

Unfortunately, some of the same aspects that make this technique so promising also make the task especially difficult:

1. Attributes must be generalizable across classes; There is significant variance within positive samples for a single attribute.
2. Some attributes are also highly conceptual and difficult to distinguish visually such as domestic and fast.

See Figure 1.

Figure 1: Demonstrates some of the more difficult attributes

2 Related Works

Learning-based methods for recognizing objects has been well researched and made huge improvements over the past decade. However, only more recently have researchers have began looking into attribute based recognition. Q. Chen et al. [3] applied a deep model to detect clothing attributes. V. Escorcia et al. [4] and B. Gong et al. [5] also explore the use of deep networks in attribute detection. Farhadi et al. [6] also performed attribute detection and also chose to model cross-category generalization of the attributes, similar to our approach.

3 Method

For this project we chose two distinct data sets. Our first data set (a-Yahoo / a-Pascal 2008) was collected for the paper "Describing Objects by Their Attributes." The data set contains images labeled for 64 attributes (ex. mouth, metal, furniture leg, vegetation) and contains 20 object classes in the training set and 12 object classes in the testing set. The object classes in the train and test sets are disjoint in order for us to determine how recognizable attributes are across varying object classes. Our second data set is Animals with Attributes (AWA). The AWA data set is annotated with 85 attributes (ex. hairless, horns, ocean, bipedal) with 40 animal classes in the training set and 10 animal classes in the testing set. The test and train sets of this data set are also disjoint.

We also chose to compare two different methods to detect and predict these attributes; the first method is SVM and the second is a fine-tuned CNN.

3.1 SVM

In order to utilize SVM's to do attribute detection, meaningful features must be chosen as input to the SVM. We chose to extract the last fully connected layer of VGG-16/VGG-19 as the feature vectors for our images. The feature vectors for the training set are fed into the SVM and the SVM is trained to do binary classification for that attribute: present or not present. The feature vectors for the testing set are then fed into the SVM to predict the presence of the attribute. This process must be repeated for all 64/85 attributes. See Figure 2.

Figure 2: SVM Model

3.2 Fine-tuned CNN

The second method we explored was the use of CNN's. We chose to fine-tune an existing CNN (VGG-16). Fine-tuning involved:

1. removing the final two layers of the network
2. adding a new fully connected layer and a weighted sigmoid cross-entropy loss layer
3. altering the input data layers to take multiple labels and weights per image

See Figure 3.
4 Results

Our goal was to determine if attributes are generalizable across classes and to build efficient, precise techniques to detect these attributes. Our results show that there is definitely an ability to develop attribute detectors that can detect attributes in classes they have not seen before, though there is clear room for improvement. Figure 4 shows that some attributes were much easier for our proposed methods to learn than others. In order for these attributes to go on to be used for classification, it is essential for successful % AUC for all of the attributes. Figure 5 compares our two methods against each other using a couple different metrics and Figure 6 compares our method to some other methods. All of the results in Figure 6 are reported in Gong et al[5]. Going forward, it would be ideal to develop a data set better groomed for our exact task. The next phase of the project would be attempting object classification from these detected attributes.
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